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Availability

• INSET: Sentence Infilling with INter-SEntential Transformer[ACL 2020]
• https://arxiv.org/abs/1911.03892

• GitHub repository: 
• https://github.com/dreasysnail/INSET
• Stay tuned for our updates!

• Public demo
• Under development, available soon.

• Contact us @
• yichuang@mit.edu, yizzhang@microsoft.com
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Sentence Infilling (w/ and w/o hints)
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Possible scenarios

• Document auto-completion: suggesting missing bridging sentences in the 
surrounding context

• Collaborative document writing: unifying different writing styles from multiple 
authors

• Note expansion: extending a set of keywords to a full sentence, leveraging the 
surrounding context
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INSET: INter-SEntential Transformer

• Understanding (BERT-like encoder) 
• planning (sentence-level Transformer) 
• generation (GPT-like decoder)
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INSET: INter-SEntential Transformer

• Understanding (BERT-like encoder) : BERT-base size 110M
• a BERT-based encoder to map each sentence to the latent semantic space 

(768 dimension vector)
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INSET: INter-SEntential Transformer

• planning (sentence-level Transformer) : BERT-base size, 110M
• a sentence-level semantic planner to infer the missing information that can 

bridge the semantics of preceding and following context.  
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INSET: INter-SEntential Transformer

• generation (GPT-like decoder) : GPT-small size 117M
• a GPT-based generator (decoder) to map semantic features back to the text 

domain.
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INSET: INter-SEntential Transformer

• Constraint feature encoder (BERT-like encoder) : BERT-base size 110M
• Distillation-like procedure
• Teacher: fixed sentence encoder 
• Student: constraint feature encoder with no position embedding.

’

k1 k2 [PAD] [PAD] [PAD]

Cosine-similarity Loss
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INSET: INter-SEntential Transformer

• Train a denoising auto-encoder (DAE) for the encoder and decoder
• Train a sentence-level transformer for the planner 
• Joint training is possible. 
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Advantages

• Good at capturing long-term/semantic-level inter-sentential correlation.
• Enable leveraging the pre-trained models (BERT, GPT-2)
• Can handle long text. Significant reduction of computation (time/memory)
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Evaluation & Baseline

• Evaluation: 7 sentences, predict the 4th sentence. (w/ w/o keyword hints)

• Dataset: 
• TripAdvisor

• One of the widely used datasets.
• (Train/dev/test) = (1.1M / 62K / 533)

• Recipe
• Time-ordered procedure. Ideal for evaluating the inter-sentential planning/reasoning.
• (Train/dev/test) = (1.1M / 56K / 500)

(Train/dev/test) = (1.1M/62K/533)
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Metrics & Baseline

• Evaluation: 
• Relevance: Standard machine translation metrics, including BLEU, NIST, METEOR.
• Diversity: Entropy (ENT-n) and Distinct score (DIST-n).
• Human evaluation.

• Baseline
• Text infilling (W. Zhu, Z. Hu, and E. Xing, Text Infilling, arXiv:1901.00158, 2019.) 
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Sentence representation learning
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Automatic evaluation
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Human evaluation
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Generated examples
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Summary

• We study the task of sentence infilling, which is analogous to the masked 
language modeling task for (pre-)training BERT, but at sentence-level.

• Sentence infilling requires the model to handle long-range inter-sentential 
correlation and to process high-level semantic information. 

• We propose a framework called INSET to decouple three aspects of the task 
(understanding, planning, and generation). 

• We demonstrate the effectiveness of our approach using automatic and human 
evaluation.


